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#### Abstract

This paper reports on the performance of the flamelet model for diffusion flames when combined with the Large Eddy Simulation (LES) and assumed probability density functions for the mixture fraction and its dissipation rate. The flamelet equations are reduced to a set of first order ordinary differential equations and calculated very cheaply using Newton's iteration. The LES models support both the standard Smagorinsky and the dynamic approaches and are numerically calculated using the sixth-order compact diffusing and tenth-order filtering schemes. Time integration is done with the standard fourth-order Runge-Kutta procedure. The effects of three models for the probability density function of the mixture fraction are discussed. Also presented are various assumptions for the stoichiometric value of the mixture fraction dissipation rate and the effect on the combustion simulation results. The application of the developed procedures to the combustion of methane/air, propane/air, jetA/air, and hydrogen/air are reported. In the case of methane, the performance for homogeneous turbulence and spatially-evolving mixing layers are also reported.
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## 1 Introduction

In comparison to the Reynolds-averaged Navier-Stokes (RANS) method, the Large Eddy Simulation (LES) method of calculating turbulent flows offers more advantages. RANS models rely heavily on empirically adjusted constants and hence vary significantly from problem to problem. In $\mathrm{LES}^{1,2,3}$, the motions of the large eddies are simulated so that only the small scales of turbulence need to be modeled. Because these small eddies contain only a small portion of the total kinetic energy, the computed flows are usually less sensitive to the turbulence modeling. Also, the small eddies tend to be more universal in character, so that LES models could be valid for a wide range of problems.

Until recently, LES has not been applied to combustion. Unlike the hydrodynamic part of a reacting flow, where the small scales do not have the controlling influence, reactions typically take place within diffusion zones that are too thin to be resolved by an LES grid, suggesting the need to model the entire reaction. To avoid this daunting task, Gao and O'Brien ${ }^{4}$ accounted for subgrid scale mixing by assuming the form of the probability density function (PDF) of a scalar variable within a cell volume, leading to a procedure they termed "large eddy probability density function (LEPDF)." The procedure has been shown to be accurate for equilibrium chemistry ${ }^{5}$. Frankel et al. ${ }^{6}$ showed
that it could be used for LES of non-premixed, turbulent, reacting flows with both equilibrium and finite rate chemistry. For the non-equilibrium chemistry case, they employed the joint $\beta$ distribution for the fuel and oxidizer in a flow with single-step chemistry.

Subgrid scale modeling of premixed combustion has been studied by Menon and his co-workers ${ }^{7,8,10}$. Colucci et al. ${ }^{11}$ developed a subgrid scale methodology termed "filtered density function" or FDF, for short. In this case, the effects of subgrid scale fluctuations are accounted for in a probabilistic manner, which, incidentally, is conceptually very similar to LEPDF. This procedure was extended to three-dimensional turbulent reacting jet flow by Garrick et al. ${ }^{12}$.

The present work uses the flamelet ${ }^{13}$ procedure in conjunction with the LES method to model turbulent diffusion flames. Our interest in the flamelet approach stems from the ability of the procedure to cheaply compute very complex reactions, including detailed mechanisms. Note, however, that the flamelet procedure by Peters is normally employed within the framework of RANS, using the $k-\varepsilon$ turbulence model and the KIVA code. The limitations of the RANS procedure have been mentioned above.

The basic development of the LES-flamelet approach used for diffusion flames in the present paper is contained in the paper by Cook and Riley ${ }^{14}$. However, the present work uses this technique within the framework of the high-order Padé-type compact schemes ${ }^{15}$ and the high-order filter schemes. This numerical scheme, without combustion and turbulence, has been proposed for, and applied ${ }^{16}$ to, aeroacoustic computations, which requires very high accuracy and low dispersion errors. Thus, the procedure in the present paper is well suited to the prediction of combustion aeroacoustic instability. Another improvement of our work over [14] is the use of a generalized curvilinear coordinate system to permit the calculation of turbulent combustion in realistic systems, which usually have complex geometries. Finally, the present work presents results for fairly complicated, but interesting reactions involving methane (see also [17]), propane, and Jet-A fuels. The evaluation of the accuracy of the predictions is done at two levels. For the LES modeling, we compare the resolved turbulence energy to DNS results for the canonical problem of homogeneous turbulence, while the flamelet calculations are evaluated by comparing the result for methane/air
from three mechanisms. Although a great deal of results has been obtained and evaluated, only a few representative samples are presented in this paper.

## 2 Kinetic Mechanisms

The mechanisms analyzed in the present work are as follows: Propane/Air, Jet-A/Air, Hydrogen/Air, and three mechanisms for Methane/Air.

### 2.1 Mechanisms for Propane/Jet-A

The mechanisms for Propane/Jet-A involve 16 species and 23 steps. The various reaction steps are shown in the table below, along with the Arrhenius constants in

$$
k=A T^{n} \exp \left(-\frac{E}{R T}\right)[X]^{a}[Y]^{b}[G]^{c}
$$

where $A$ is the frequency factor, with the unit cm -sec-mole-cal-Kelvin), $n$ is the pre-exponential temperature exponent, $E$ is the activation energy with the units of cal $/ \mathrm{mole}$, and $R$ is the universal gas constant, $=$ $8.3147 \mathrm{~J} / \mathrm{mole} \cdot \mathrm{K}$. Each reaction in the table has its own values for $A, n$, and $E$. Unless otherwise specified, a, $b$, and $c$ in the table are the stoichiometric coefficients: $a X+g Y+c G$. The symbols " $f$ " and " $b$ " in reactions 2,3 , and 5 imply forward and backward reactions, respectively.

Table 1: Reaction Steps and the Arrhenius Constants for the Full Mechanism

> 1.1 Global Reaction for Propane:
> Nr. Reaction
> 1-P $\quad\left\{\mathrm{N}_{2}\right\}+\mathrm{C}_{3} \mathrm{H}_{8} \longrightarrow 3 \mathrm{CH}+5 \mathrm{H}+\left\{\mathrm{N}_{2}\right\}$
> 1.2 Global Reaction for Jet-A:
> 1-J $\quad\left\{\mathrm{N}_{2}\right\}+\mathrm{C}_{12} \mathrm{H}_{23} \longrightarrow 12 \mathrm{CH}+11 \mathrm{H}+\left\{\mathrm{N}_{2}\right\}$
> $\mathrm{a}=0.8, \mathrm{~b}=0.8$
> 1.3 Global Reactions Common to Propane and Jet-A:
> 2f $\{\mathrm{CH}\}+\mathrm{H}_{2}+\mathrm{N}_{2} \longrightarrow 2 \mathrm{NH}+\{\mathrm{CH}\}$
> $\mathrm{a}=2.0, \mathrm{~b}=0.1, \mathrm{c}=1.0$
> 2b $\quad\{\mathrm{CH}\}+\mathrm{NH} \longrightarrow \mathrm{N}_{2}+\mathrm{H}_{2}+\{\mathrm{CH}\}$
> $\mathrm{a}=1.0, \mathrm{~b}=2.0$
> $3 \mathrm{f} \quad\{\mathrm{O}\}+\mathrm{N}_{2}+\mathrm{HO}_{2} \longrightarrow 2 \mathrm{NO}+\mathrm{H}+\{\mathrm{O}\}$
> $\mathrm{a}=1.0, \mathrm{~b}=0.5, \mathrm{c}=1.0$
> 3b $\quad 2 \mathrm{NO}+\mathrm{H} \longrightarrow \mathrm{N}_{2}+\mathrm{HO}_{2}$
> $\mathrm{a}=1.0, \mathrm{~b}=1.0$
> $4 \quad\left\{\mathrm{~N}_{2}\right\} \mathrm{CO}+\mathrm{HO}_{2} \longrightarrow \mathrm{CO}_{2}+\mathrm{OH}+\left\{\mathrm{N}_{2}\right\}$
> 5f $\quad\left\{\mathrm{H}_{2}\right\}+2 \mathrm{O} \longrightarrow 2 \mathrm{O}+\left\{\mathrm{N}_{2}\right\}$
> $\mathrm{a}=1.0, \mathrm{~b}=1.0$
> 5b
> $\left\{\mathrm{H}_{2}\right\}+2 \mathrm{O} \longrightarrow \mathrm{O}_{2}+\left\{\mathrm{H}_{2}\right\}$
> $\mathrm{a}=1.0, \mathrm{~b}=2.0$
1.4 Kinetic Reactions Common to Propane and JetA:

Nr .
Reaction

$$
\begin{gathered}
\mathrm{H}_{2}+\mathrm{OH} \longrightarrow \mathrm{H}_{2} \mathrm{O}+\mathrm{H} \\
\mathrm{H}_{2}+\mathrm{O} \longrightarrow \mathrm{H}+\mathrm{OH} \\
\mathrm{H}+\mathrm{O}_{2} \longrightarrow \mathrm{O}+\mathrm{OH} \\
\mathrm{H}_{2}+2 \mathrm{H} \longrightarrow 2 \mathrm{H}_{2} \\
\mathrm{H}+\mathrm{O}_{2} \longrightarrow \mathrm{HO}_{2} \\
\mathrm{H}+\mathrm{HO}_{2} \longrightarrow \mathrm{H}_{2}+\mathrm{O}_{2} \\
\mathrm{H}+\mathrm{HO}_{2} \longrightarrow \mathrm{OH}+\mathrm{O}_{2} \\
\mathrm{CO}+\mathrm{OH} \longrightarrow \mathrm{CO}_{2}+\mathrm{H}
\end{gathered}
$$

Nr.
14.

$$
\left\{\mathrm{N}_{2}\right\}+2 \mathrm{CH} \longrightarrow \mathrm{C}_{2} \mathrm{H}_{2}+\left\{\mathrm{N}_{2}\right\}
$$

$$
\mathrm{C}_{2} \mathrm{H}_{2}+\mathrm{O}_{2} \longrightarrow 2 \mathrm{CO}+\mathrm{H}_{2}
$$

$$
\mathrm{CH}+\mathrm{O} \longrightarrow \mathrm{CO}+\mathrm{H}
$$

$$
\mathrm{CH}+\mathrm{OH} \longrightarrow \mathrm{CO}+\mathrm{H}_{2}
$$

$$
\mathrm{CH}+\mathrm{NO} \longrightarrow \mathrm{NH}+\mathrm{CO}
$$

$$
\mathrm{N}_{2}+\mathrm{O} \longrightarrow \mathrm{~N}+\mathrm{NO}
$$

$$
\mathrm{N}+\mathrm{O}_{2} \rightarrow \mathrm{NO}+\mathrm{O}
$$

$$
\mathrm{NO}+\mathrm{H} \longrightarrow \mathrm{~N}+\mathrm{OH}
$$

$$
\mathrm{NH}+\mathrm{O} \longrightarrow \mathrm{NO}+\mathrm{H}
$$

$$
\mathrm{NH}+\mathrm{NO} \longrightarrow \mathrm{~N}_{2}+\mathrm{OH}
$$

| Nr. | A | n | E |
| :---: | :---: | :---: | :---: |
| 1-P | $4.50 \mathrm{E}+10$ | 0.0 | 30,000.00 |
| 1-J | $5.50 \mathrm{E}+10$ | 0.0 | 30,000.00 |
| 2 f | $1.00 \mathrm{E}+16$ | 0.0 | 78000.00 |
| 2 b | $1.95 \mathrm{E}+15$ | 0.00 | 53,900.00 |
| 3 f | $1.95 \mathrm{E}+15$ | 0.00 | 41,900.00 |
| 3b | $1.25 \mathrm{E}+10$ | 0.00 | 6,000.00 |
| 4 | $3.50 \mathrm{E}+13$ | 0.00 | 22,934.00 |
| 5 f | $1.00 \mathrm{E}+18$ | 0.00 | 122,239.00 |
| 5b | $1.00 \mathrm{E}+18$ | 0.00 | 0.00 |
| Nr. | A | n | E |
| 6. | $1.17 \mathrm{E}+11$ | 1.30 | 3,626.00 |
| 7. | $2.50 \mathrm{E}+15$ | 0.00 | 6,000.00 |
| 8. | $4.00 \mathrm{E}+14$ | 0.00 | 18,000.00 |
| 9. | $4.00 \mathrm{E}+20$ | -1.00 | 0.00 |
| 10. | $1.00 \mathrm{E}+15$ | -. 87 | 0.00 |
| 11. | $1.50 \mathrm{E}+14$ | 0.00 | 0.00 |
| 12. | $2.50 \mathrm{E}+15$ | 0.00 | 0.00 |
| 13. | $1.51 \mathrm{E}+07$ | 1.30 | -758.00 |
| 14. | $1.00 \mathrm{E}+18$ | 0.00 | -758.00 |
| 15. | $3.00 \mathrm{E}+16$ | 0.00 | 19,000.00 |
| 16 | $1.00 \mathrm{E}+12$ | 0.70 | 0.00 |
| 17. | $1.00 \mathrm{E}+13$ | 0.00 | 0.00 |
| 18. | $1.00 \mathrm{E}+11$ | 0.00 | 0.00 |
| 19. | $9.00 \mathrm{E}+13$ | 0.00 | 75,000.00 |
| 20. | $6.30 \mathrm{E}+09$ | 1.00 | 6,300.00 |
| 21. | $1.00 \mathrm{E}+12$ | 0.00 | 0.00 |
| 22 | $2.50 \mathrm{E}+04$ | 2.64 | 0.00 |
| 23. | $2.00 \mathrm{E}+15$ | -0.80 | 0.00 |

### 2.2 Three mechanisms for

 Methane/AirMechanism 1: This model involves the oxidation of a Methane/Nitrogen mixture by an Oxygen/Nitrogen mixture, with the three reactions

$$
\begin{equation*}
\text { Fuel }+ \text { Oxi } \rightarrow \text { Int }+ \text { Prod } \tag{I}
\end{equation*}
$$

$$
\begin{equation*}
\text { Int }+ \text { Oxi } \rightarrow 2 \text { Prod } \tag{II}
\end{equation*}
$$

$$
\begin{equation*}
N_{2}+O x i \rightarrow 2 N O, \tag{III}
\end{equation*}
$$

where Fuel is $\mathrm{CH}_{4}, \mathrm{Oxi}$ is $\mathrm{O}_{2}$, Int is $\left(\frac{4}{3} \mathrm{H}_{2}+\frac{2}{3} \mathrm{CO}\right)$, and Prod is $\left(\frac{2}{3} \mathrm{H}_{2} \mathrm{O}+\frac{1}{3} \mathrm{CO}_{2}\right)$. Reactions I and II represent the oxidation of methane while the third reaction represents the formation of nitric oxide. The fuel stream consists of $15 \%$ methane (by mass), balance nitrogen; the oxidizer stream consists of $30 \%$ oxygen,
balance nitrogen. Therefore, the steady flamelet equations are

$$
\begin{gathered}
a \frac{d^{2} Y_{O}}{d Z^{2}}-\left(\dot{\omega}_{I}+\dot{\omega}_{I I}\right) \cdot \frac{M_{O}}{\rho}=0, Y_{O}(Z=0)=0.30 \\
Y_{O}(Z=1)=0 \\
a \frac{d^{2} Y_{F}}{d Z^{2}}-\dot{\omega}_{I} \cdot \frac{M_{C H 4}}{\rho}=0, \quad Y_{F}(Z=0)=0, \\
Y_{A}(Z=1)=0.15 ; \\
a \frac{d^{2} Y_{O}}{d Z^{2}}-\left(\dot{\omega}_{I}+\dot{\omega}_{I I}\right) \cdot \frac{M_{O}}{\rho}=0, \quad Y_{O}(Z=0)=0.30, \\
Y_{O}(Z=1)=0 ; \\
a \frac{d^{2} Y_{I}}{d Z^{2}}+\left(\dot{\omega}_{I}-\dot{\omega}_{I I}\right) \cdot \frac{M_{I}}{\rho}=0, \quad Y_{I}(Z=0)=0.0, \\
Y_{I}(Z=1)=0 ; \\
a \frac{d^{2} Y_{P}}{d Z^{2}}+\left(\dot{\omega}_{I}+\dot{\omega}_{I I}\right) \cdot \frac{M_{P}}{\rho}=0 \\
Y_{P}(Z=1)=0 ;
\end{gathered}
$$

where $a=\frac{\rho}{2} \chi$, and

$$
\begin{gathered}
\dot{\omega}_{I}=1375 \cdot T^{3} \cdot e^{-4404 / T}[\text { Fuel }][H], \\
\dot{\omega}_{I I}=7.19 \times 10^{16} \cdot T^{-0.8} \cdot[O x i][H] \Gamma_{M} .
\end{gathered}
$$

In the above expressions, the units are moles, $\mathrm{cm}, \mathrm{K}$, $s$, and Joules. [i] is the concentration of species $i$, which has a relation with the mass fraction $Y_{i}$ as $[i]=$ $\frac{Y_{i}}{M_{i}} \cdot \rho$, and

$$
\begin{aligned}
{[H]=} & 0.136 \cdot e^{3045 / T} \cdot \Theta \cdot\left[1-e^{-10^{-15} T^{5}}\right] \cdot \frac{\left([O x i][I n t]^{3}\right)^{1 / 2}}{[\operatorname{Pr} o d]}, \\
& \Theta=\exp \left\{-4.26 \times 10^{-10} T^{3} \frac{[F u e l]}{[O x i]} \cdot e^{4051 / T}\right\}, \\
\Gamma_{M} & =0.014+0.392 Y_{F}-0.002 Y_{O}+0.072 Y_{I}+0.167 Y_{P}
\end{aligned}
$$

It has a flame-sheet solution as described in Eqs. (3)(12) below, where $T_{1}=T_{2}=300 \mathrm{~K}, Y_{F, 1}=0.15$, $Y_{O, 2}=0.30$, and $Z_{\text {st }}=\frac{1}{3}$. We also have $M_{F}=16$, $\nu_{F}=1 ; M_{O}=32, \nu_{O}=2$; and $M_{P}=\frac{80}{3}, \nu_{P}=3$ for the above flame-sheet evaluation. However, the flame-sheet solution only provides a guess for the major species, and the reaction cannot be started without the information from the intermediate product, Int. Therefore, an adjustable Gaussian profile, which is centered in the reaction zone and has peak values of at most a few percent, is provided to estimate the
initial distribution of $Y_{I}$. The heat release, $Q$, has the value of

$$
Q=\frac{Q_{I}+Q_{I I}}{C_{P} \cdot M_{F} \nu_{F}},
$$

where $Q_{I}=2.91 \times 10^{5}\left(\mathrm{~J} \cdot \mathrm{~mol}^{-1}\right), Q_{I I}=5.11 \times$ $10^{5}\left(J \cdot \mathrm{~mol}^{-1}\right)$, and $C_{P}=1.30\left(\mathrm{~J} \cdot \mathrm{~g}^{-1} \cdot K^{-1}\right)$. Figs. 1 through 5 show the distributions of the mass fractions of Fuel, Oxi, Int and Prod in the mixturefraction space, which is consistent with the DNS results obtained in Bushe et al ${ }^{20}$.

Mechanism 2: In this reduced mechanism, steady state approximations are used for the species $\mathrm{CH}_{3}$, $\mathrm{CH}_{2}, \mathrm{CH}, \mathrm{CH}_{2} \mathrm{O}, \mathrm{HCO}, \mathrm{OH}, \mathrm{O}, \mathrm{HO}_{2}$, and $\mathrm{H}_{2} \mathrm{O}_{2}$, leading to a four-step/seven-species mechanism from the starting mechanism (i.e., the full mechanism below):

| $\mathrm{CH}_{4}+2 \mathrm{H}+\mathrm{H}_{2} \mathrm{O} \rightleftharpoons \mathrm{CO}+4 \mathrm{H}_{2}$, | I |
| :--- | :--- |
| $\mathrm{CO}+\mathrm{H}_{2} \mathrm{O} \rightleftharpoons \mathrm{CO}_{2}+\mathrm{H}_{2}$, | II |
| $\mathrm{H}+\mathrm{H}+\mathrm{M}^{\prime} \rightleftharpoons \mathrm{H}_{2}$, | III |
| $\mathrm{O}_{2}+3 \mathrm{H}_{2} \rightleftharpoons 2 \mathrm{H}+2 \mathrm{H}_{2} \mathrm{O}$, | IV |

The reaction rates for the overall steps in I through IV can be expressed in terms of the elementary rates from the starting mechanism: $\omega_{I}=-\omega_{34}+\omega_{38}+\omega_{39}+$

$$
\begin{aligned}
& \omega_{40}, \\
& \quad \omega_{I I}=\omega_{18}-\omega_{20}+\omega_{28}, \\
& \omega_{I I I}=\omega_{5}+\omega_{12}+\omega_{15}+\omega_{16}+\omega_{17}+\omega_{21}+\omega_{22}+ \\
& \omega_{23}-\omega_{32}+\omega_{34}, \\
& \omega_{I V}=\omega_{1}+\omega_{6}+\omega_{9}-\omega_{12}+\omega_{13}-\omega_{17}-\omega_{20}+\omega_{27}+ \\
& \omega_{28}+\omega_{37} .
\end{aligned}
$$

The species that appear in the starting mechanism but not in the reduced mechanism are calculated as follows. Following [21], the value of $[\mathrm{OH}]$ is obtained under the assumption that reaction 3 in the starting mechanism is in partial equilibrium, leading to

$$
[\mathrm{OH}]=\frac{k_{3 b}\left[\mathrm{H}_{2} \mathrm{O}\right][\mathrm{H}]}{k_{3}\left[\left[\mathrm{H}_{2}\right]\right.} .
$$

The approximation could introduce changes to the representation of the overall reduced mechanism but the changes were found to have negligible effects on
extinction predictions. Note that the right-hand-side of this equation comes directly from the solution of the 4-step mechanism. The steady state concentrations of $\mathrm{CH}_{2}, \mathrm{CH}, \mathrm{O}, \mathrm{CH}_{2} \mathrm{O}, \mathrm{CHO}, \mathrm{HO}_{2}$, and $\mathrm{H}_{2} \mathrm{O}_{2}$ can then be obtained from the reduced mechanism results as follows:

$$
\begin{gathered}
{\left[\mathrm{CH}_{2}\right]=\frac{k_{33}\left[\mathrm{CH}_{3}\right]}{k_{25 f}[\mathrm{H}]+\left(k_{27 f}+k_{28 f}\right)\left[\mathrm{O}_{2}\right]},} \\
{[\mathrm{CH}]=\frac{k_{25 f}[\mathrm{H}]\left[\mathrm{CH}_{2}\right]}{k_{19 f}\left[\mathrm{O}_{2}\right]+k_{20 f}\left[\mathrm{CO}_{2}\right]},} \\
\mathrm{A}=k_{4 f}[\mathrm{OH}]^{2}+k_{19}[\mathrm{CH}]\left[\mathrm{O}_{2}\right], \\
\mathrm{B}=k_{26 f}\left[\mathrm{CH}_{2}\right]+k_{35 f}\left[\mathrm{CH}_{3}\right]+k_{38 f}\left[\mathrm{CH}_{4}\right] \\
{[\mathrm{O}]=\frac{k_{1 f}\left[\mathrm{O}_{2}\right][\mathrm{H}]+k_{2 b}[\mathrm{OH}][\mathrm{H}\}+\mathrm{A}}{k_{1 b}[\mathrm{OH}]+k_{2 f}\left[\mathrm{H}_{2}\right]+k_{4 b}\left[\mathrm{H}_{2} \mathrm{O}\right]+\mathrm{B}},} \\
{\left[\mathrm{CH}_{2} \mathrm{O}\right]=\frac{\left(k_{35 f}[\mathrm{O}]+k_{37 f}\left[\mathrm{O}_{2}\right]\right)\left[\mathrm{CH}_{3}\right]}{k_{29 f}[\mathrm{H}]+k_{30 f}[\mathrm{O}]+k_{31 f}[\mathrm{OH}]+k_{32 f}[\mathrm{M}]},} \\
{[\mathrm{HCO}]=} \\
\left.\frac{\left(k_{29 f}[\mathrm{H}]+k_{31 f}[\mathrm{OH}]\right)[\mathrm{CH}]}{k_{21 f}[\mathrm{O}]+\left(k_{19 f}\left[\mathrm{O}_{2}\right]+k_{22 f}[\mathrm{OH}]+k_{23 f}\left[\mathrm{O}_{2}\right]+k_{24 f}[\mathrm{M}]\right.}\right)[\mathrm{CH}] \\
{\left[\mathrm{HO}_{2}\right]=\frac{k_{5 f}[\mathrm{H}]\left[\mathrm{O}_{2}\right][\mathrm{M}]+k_{23 f}[\mathrm{HCO}]\left[\mathrm{O}_{2}\right]}{\left(k_{26 f}+k_{7 f}+k_{9 f}\right)[\mathrm{H}]+k_{8 f}[\mathrm{OH}]+k_{10 f}[\mathrm{O}]}} \\
{\left[\mathrm{H}_{2} \mathrm{O}_{2}\right]=\frac{\left(k_{11 f}\left[\mathrm{HO} \mathrm{H}_{2}\right]+k_{14 b}\left[\mathrm{H}_{2} \mathrm{O}\right]\right)[\mathrm{HO}]+k_{12 f}[\mathrm{OH}]^{2}[\mathrm{M}]}{k_{12 b}[\mathrm{M}]+k_{13 f}[\mathrm{H}]+k_{14 f}[\mathrm{OH}]}}
\end{gathered}
$$

Note that, in order to arrive at the expressions above, the influences of some of the reactions have been neglected [23]. The molar concentration of oxygen, [O], can be calculated as

$$
[\mathrm{O}]=\frac{\beta+\sqrt{\beta^{2}+4 \alpha \gamma}}{2 \alpha}
$$

where

$$
\begin{gathered}
\alpha=k_{35 f}\left(k_{1 b f}[\mathrm{OH}]+k_{2 f}\left[\mathrm{H}_{2}\right]+k_{4 b}\left[\mathrm{H}_{2} \mathrm{O}\right]\right. \\
\beta=\left(k_{1 b}[\mathrm{OH}]+k_{2 f}\left[\mathrm{H}_{2}\right]+k_{4 b}\left[\mathrm{H}_{2} \mathrm{O}\right]\right) \\
+\left(k_{1 b}\left(k_{34 f}[\mathrm{H}]+k_{38 b}\left[\mathrm{H}_{2}\right]+k_{40 b}\left[\mathrm{H}_{2} \mathrm{O}\right]+k_{33 f}[\mathrm{H}]\right)\right. \\
+k_{35 f}\left\{k_{1 f}[\mathrm{H}]\left[\mathrm{O}_{2}\right]+k_{2 b}[\mathrm{OH}][\mathrm{H}]+k_{4 f}[\mathrm{OH}]^{2}-\right. \\
\left.\left(k_{38 f}[\mathrm{H}]+k_{40 f}[\mathrm{OH}]\right)\left[\mathrm{CH}_{4}\right]\right\} \\
\gamma=\left(k_{1 f}[\mathrm{H}]\left[\mathrm{O}_{2}\right]+k_{2 b}[\mathrm{OH}][\mathrm{H}]+k_{4 f}[\mathrm{OH}]^{2}\right)\left(k_{34 f}[\mathrm{H}]+k_{38 b}\left[\mathrm{H}_{2}\right]\right.
\end{gathered}
$$

$$
\left.+k_{40 b}\left[\mathrm{H}_{2} \mathrm{O}\right]+k_{33 f}[\mathrm{H}]\right) .
$$

Full Mechanism: This is a detailed kinetics model for $\mathrm{CH}_{4}$ /Air that was compiled from several sources by Peters. The various reaction steps are shown in the table below, along with the Arrhenius constants in

$$
k=A T^{n} \exp \left(-\frac{E}{R T}\right)
$$

where $A$ is the frequency factor, $n$ is the preexponential temperature exponent, $E$ is the activation energy, and $R$ is the universal gas constant, $=8.3147$ $\mathrm{J} / \mathrm{mole}$.K. Each reaction in the table has its own values for $A, n$, and $E$.

Table 2: Reaction Steps and the Arrhenius Constants for the Full Mechanism
1.1 $\mathrm{H}_{2} / \mathrm{O}_{2}$ Chain Reactions

| Nr. | Reaction | A | $n$ | E |
| :--- | :--- | :--- | :--- | :--- |
| 1f | $\mathrm{O}_{2}+\mathrm{H} \longrightarrow \mathrm{OH}+\mathrm{O}$ | $2.000 \mathrm{E}+14$ | 0.00 | 70.30 |
| 1b | $\mathrm{OH}+\mathrm{O} \longrightarrow \mathrm{O}_{2}+\mathrm{H}$ | $1.568 \mathrm{E}+13$ | 0.00 | 3.52 |
| 2f | $\mathrm{H}_{2}+\mathrm{O} \longrightarrow \mathrm{OH}+\mathrm{H}$ | $5.060 \mathrm{E}+04$ | 2.67 | 26.30 |
| 2b | $\mathrm{OH}+\mathrm{H} \longrightarrow \mathrm{H}_{2}+\mathrm{O}$ | $2.222 \mathrm{E}+04$ | 2.67 | 18.29 |
| 3f | $\mathrm{H}_{2}+\mathrm{OH} \longrightarrow \mathrm{H}_{2} \mathrm{O}+\mathrm{H}$ | $1.000 \mathrm{E}+08$ | 1.60 | 13.80 |
| 3b | $\mathrm{H}_{2} \mathrm{O}+\mathrm{H} \longrightarrow \mathrm{H}_{2}+\mathrm{OH}$ | $4.312 \mathrm{E}+08$ | 1.60 | 76.46 |
| 4f | $\mathrm{OH}+\mathrm{OH} \longrightarrow \mathrm{H}_{2} \mathrm{O}+\mathrm{O}$ | $1.500 \mathrm{E}+09$ | 1.14 | 0.42 |
| 4b | $\mathrm{H}_{2} \mathrm{O}+\mathrm{O} \longrightarrow \mathrm{OH}+\mathrm{OH}$ | $1.473 \mathrm{E}+10$ | 1.14 | 71.09 |

1.2 $\mathrm{HO}_{2}$ Formation and Consumption

Nr. Reaction
$5 \mathrm{f} \quad \mathrm{O}_{2}+\mathrm{H}+\mathrm{M}^{\prime} \longrightarrow \mathrm{H}_{2} \mathrm{O}+\mathrm{M}^{\prime}$
$5 \mathrm{~b} \quad \mathrm{HO}_{2}+M^{\prime} \longrightarrow \mathrm{O}_{2}+\mathrm{H}+\mathrm{M}^{\prime}$
$6 \quad \mathrm{HO}_{2}+\mathrm{H} \longrightarrow \mathrm{OH}+\mathrm{OH}$
$7 \quad \mathrm{HO}_{2}+\mathrm{H} \longrightarrow \mathrm{H}_{2}+\mathrm{O}_{2}$
$8 \quad \mathrm{H}_{2} \mathrm{O}+\mathrm{OH} \longrightarrow \mathrm{H}_{2} \mathrm{O}+\mathrm{O}_{2}$
$9 \quad \mathrm{HO}_{2}+\mathrm{H} \longrightarrow \mathrm{H}_{2} \mathrm{O}+\mathrm{O}$
$10 \quad \mathrm{H}_{2} \mathrm{O}+\mathrm{O} \longrightarrow \mathrm{OH}+\mathrm{O}_{2}$

| Nr. | A | n | E |
| :--- | :--- | :--- | :--- |
| 5 f | $2.300 \mathrm{E}+18$ | -0.80 | 0.00 |
| 5 b | $3.190 \mathrm{E}+18$ | -0.80 | 195.39 |
| 6 | $1.500 \mathrm{E}+14$ | 0.00 | 4.20 |
| 7 | $2.500 \mathrm{E}+13$ | 0.00 | 2.90 |
| 8 | $6.000 \mathrm{E}+13$ | 0.00 | 0.00 |
| 9 | $3.000 \mathrm{E}+13$ | 0.00 | 7.20 |
| 10 | $1.800 \mathrm{E}+13$ | 0.00 | -1.70 |

$1.3 \mathrm{H}_{2} \mathrm{O}_{2}$ Formation and Consumption
Nr. Reaction
$11 \quad \mathrm{HO}_{2}+\mathrm{HO}_{2} \longrightarrow \mathrm{H}_{2} \mathrm{O}_{2}+\mathrm{O}_{2}$
$12 \quad \mathrm{OH}+\mathrm{OH}+\mathrm{M}^{\prime} \longrightarrow \mathrm{H}_{2} \mathrm{O}_{2}+\mathrm{M}^{\prime}$
$12 \mathrm{~b} \quad \mathrm{H}_{2} \mathrm{O}_{2}+\mathrm{M}^{\prime} \longrightarrow \mathrm{OH}+\mathrm{OH}+\mathrm{M}^{\prime}$
$13 \quad \mathrm{H}_{2} \mathrm{O}_{2}+\mathrm{H} \longrightarrow \mathrm{H}_{2} \mathrm{O}+\mathrm{OH}$
$14 \mathrm{f} \quad \mathrm{H}_{2} \mathrm{O}_{2}+\mathrm{OH} \longrightarrow \mathrm{H}_{2} \mathrm{O}+\mathrm{HO}_{2}$
14b $\quad \mathrm{H}_{2} \mathrm{O}+\mathrm{HO}_{2} \longrightarrow \mathrm{H}_{2} \mathrm{O}_{2}+\mathrm{OH}$

| Nr. | A | n | E |
| :--- | :--- | :--- | :--- |
| 11 | $2.500 \mathrm{E}+11$ | 0.00 | -5.20 |
| 12 | $3.250 \mathrm{E}+22$ | -2.00 | 0.00 |
| 12 b | $1.692 \mathrm{E}+24$ | -2.00 | 202.29 |
| 13 | $1.000 \mathrm{E}+13$ | 0.00 | 15.00 |
| 14 f | $5.400 \mathrm{E}+12$ | 0.00 | 4.20 |
| 14 b | $1.802 \mathrm{E}+12$ | 0.00 | 134.75 |

1.4 Recombination Reactions

Nr. Reaction
$15 \mathrm{H}+\mathrm{H}+\mathrm{M}^{\prime} \longrightarrow \mathrm{H}_{2}+\mathrm{M}^{\prime}$
$16 \quad \mathrm{OH}+\mathrm{H}+\mathrm{M}^{\prime} \longrightarrow \mathrm{H}_{2} \mathrm{O}+\mathrm{M}^{\prime}$
$17 \mathrm{O}+\mathrm{O}+\mathrm{M}^{\prime} \longrightarrow \mathrm{O}_{2}+\mathrm{M}^{\prime}$

| Nr. | A | n | E |
| :--- | :--- | :--- | :--- |
| 15 | $1.800 \mathrm{E}+18$ | -1.00 | 0.00 |
| 16 | $2.200 \mathrm{E}+22$ | -2.00 | 0.00 |
| 17 | $2.900 \mathrm{E}+17$ | -1.00 | 0.00 |

2. $\mathrm{CO} / \mathrm{CO}_{2}$ Mechanism

Nr. Reaction
$18 \mathrm{f} \quad \mathrm{CO}+\mathrm{OH} \longrightarrow \mathrm{CO}_{2}+\mathrm{H}$
$18 \mathrm{~b} \quad \mathrm{CO}_{2}+\mathrm{H} \longrightarrow \mathrm{CO}+\mathrm{OH}$

| Nr. | A | n | E |
| :--- | :--- | :--- | :--- |
| 18f | $4.400 \mathrm{E}+06$ | 1.50 | -3.10 |
| 18 b | $4.956 \mathrm{E}+08$ | 1.50 | 89.76 |

3.1 CH Consumption

| Nr. | Reaction | A | n | E |
| :--- | :--- | :--- | :--- | :--- |
| 19 | $\mathrm{CH}+\mathrm{O}_{2} \longrightarrow \mathrm{CHO}+\mathrm{O}$ | $3.000 \mathrm{E}+13$ | 0.00 | 0.00 |
| 20 | $\mathrm{CO}_{2}+\mathrm{CH} \longrightarrow \mathrm{CHO}+\mathrm{CO}$ | $3.400 \mathrm{E}+12$ | 0.00 | 0.00 |

3.2 CHO Consumption

| Nr. | Reaction |
| :--- | :--- |
| 21 | $\mathrm{CHO}+\mathrm{H} \longrightarrow \mathrm{CO}+\mathrm{H}_{2}$ |
| 22 | $\mathrm{CHO}+\mathrm{OH} \longrightarrow \mathrm{CO}+\mathrm{H}_{2} \mathrm{O}$ |
| 23 | $\mathrm{CHO}+\mathrm{O}_{2} \longrightarrow \mathrm{CO}+\mathrm{HO}_{2}$ |
| 24 f | $\mathrm{CHO}+\mathrm{M}^{\prime} \longrightarrow \mathrm{CO}+\mathrm{H}+\mathrm{M}^{\prime}$ |
| 24 b | $\mathrm{CO}+\mathrm{H}+\mathrm{M}^{\prime} \longrightarrow \mathrm{CHO}+\mathrm{M}^{\prime}$ |


| Nr. | A | n | E |
| :--- | :--- | :--- | :--- |
| 21 | $2.000 \mathrm{E}+14$ | 0.00 | 0.00 |
| 22 | $1.000 \mathrm{E}+14$ | 0.0 | 0.0 |
| 23 | $3.000 \mathrm{E}+12$ | 0.00 | 0.00 |
| 24 f | $7.100 \mathrm{E}+14$ | 0.00 | 70.30 |
| 24 b | $1.136 \mathrm{E}+15$ | 0.00 | 9.97 |

## $3.3 \mathrm{CH}_{2}$ Consumption

Nr. Reaction
$25 \mathrm{f} \quad \mathrm{CH}_{2}+\mathrm{H} \longrightarrow \mathrm{CH}+\mathrm{H}_{2}$
$25 \mathrm{~b} \quad \mathrm{CH}+\mathrm{H}_{2} \longrightarrow \mathrm{CH}_{2}+\mathrm{H}$
$26 \quad \mathrm{CH}_{2}+\mathrm{O} \longrightarrow \mathrm{CO}+\mathrm{H}+\mathrm{H}$
$27 \quad \mathrm{CH}_{2}+\mathrm{O}_{2} \longrightarrow \mathrm{CO}+\mathrm{OH}+\mathrm{H}$
$28 \quad \mathrm{CH}_{2}+\mathrm{O}_{2} \longrightarrow \mathrm{CO}_{2}+\mathrm{H}+\mathrm{H}$

| Nr. | A | n | E |
| :--- | :--- | :--- | :--- |
| 25 f | $8.400 \mathrm{E}+09$ | 1.50 | 1.40 |
| 25 b | $5.830 \mathrm{E}+09$ | 1.50 | 13.08 |
| 26 | 8.000 E 13 | 0.00 | 0.00 |
| 27 | $6.500 \mathrm{E}+12$ | 0.00 | 6.30 |
| 28 | $6.500 \mathrm{E}+12$ | 0.00 | 6.30 |

## $3.4 \mathrm{CH}_{2} \mathrm{O}$ Consumption

Nr. Reaction
$29 \quad \mathrm{CH}_{2} \mathrm{O}+\mathrm{H} \longrightarrow \mathrm{CHO}+\mathrm{H}_{2}$
$30 \quad \mathrm{CH}_{2} \mathrm{O}+\mathrm{O} \longrightarrow \mathrm{CHO}+\mathrm{OH}$
$31 \quad \mathrm{CH}_{2} \mathrm{O}+\mathrm{OH} \longrightarrow \mathrm{CHO}+\mathrm{H}_{2} \mathrm{O}$
$32 \quad \mathrm{CH}_{2} \mathrm{O}+\mathrm{M}^{\prime} \longrightarrow \mathrm{CHO}+\mathrm{H}+\mathrm{M}^{\prime}$

| Nr. | A | n | E |
| :--- | :--- | :--- | :--- |
| 29 | $2.500 \mathrm{E}+13$ | 0.00 | 16.70 |
| 30 | $3.500 \mathrm{E}+13$ | 0.00 | 14.60 |
| 31 | $3.000 \mathrm{E}+13$ | 0.00 | 5.00 |
| 32 | $1.4700 \mathrm{E}+17$ | 0.00 | 320.00 |

## $3.5 \mathrm{CH}_{3}$ Consumption

Nr. Reaction
$33 \mathrm{f} \quad \mathrm{CH}_{3}+\mathrm{H} \longrightarrow \mathrm{CH}_{2}+\mathrm{H}_{2}$
$33 \mathrm{~b} \quad \mathrm{CH}_{2}+\mathrm{H}_{2} \longrightarrow \mathrm{CH}_{3}+\mathrm{H}$
$34 \quad \mathrm{CH}_{3}+\mathrm{H} \longrightarrow \mathrm{CH}_{4} \quad k_{\infty}$
$\mathrm{CH}_{3}+\mathrm{H} \longrightarrow \mathrm{CH}_{4} \quad k_{0}$
$35 \quad \mathrm{CH}_{3}+\mathrm{O} \longrightarrow \mathrm{CH}_{2} \mathrm{O}+\mathrm{H}$
$36 \quad \mathrm{CH}_{3}+\mathrm{CH}_{3} \longrightarrow \mathrm{C}_{2} \mathrm{H}_{6} k_{\infty}$
$\mathrm{CH}_{3}+\mathrm{CH}_{3} \longrightarrow \mathrm{C}_{2} \mathrm{H}_{6} k_{0}$
$37 \mathrm{CH}_{3}+\mathrm{O}_{2} \longrightarrow \mathrm{CH}_{2} \mathrm{O}+\mathrm{OH}$
$38 \mathrm{f} \quad \mathrm{CH}_{4}+\mathrm{H} \longrightarrow \mathrm{CH}_{3}+\mathrm{H}_{2}$
$38 \mathrm{~b} \quad \mathrm{CH}_{3}+\mathrm{H}_{2} \longrightarrow \mathrm{CH}_{4}+\mathrm{H}$
$39 \quad \mathrm{CH}_{4}+\mathrm{O} \longrightarrow \mathrm{CH}_{3}+\mathrm{OH}$
$40 \mathrm{f} \quad \mathrm{CH}_{4}+\mathrm{OH} \longrightarrow \mathrm{CH}_{3}+\mathrm{H}_{2} \mathrm{O}$
$40 \mathrm{~b} \quad \mathrm{CH}_{3}+\mathrm{H}_{2} \mathrm{O} \longrightarrow \mathrm{CH}_{4}+\mathrm{OH}$

| Nr. | A | n | E |
| :--- | :--- | :--- | :--- |
| 33 f | $1.800 \mathrm{E}+14$ | 0.00 | 63.00 |
| 33 b | $3.680 \mathrm{E}+13$ | 0.00 | 44.30 |
| 34 | $2.108 \mathrm{E}+14$ | 0.00 | 0.00 |
|  | $6.257 \mathrm{E}+23$ | -1.80 | 0.00 |
| 35 | $7.000 \mathrm{E}+13$ | 0.00 | 0.00 |
| 36 | $3.613 \mathrm{E}+13$ | 0.00 | 0.00 |
|  | $1.270 \mathrm{E}+41$ | -7.00 | 11.56 |
| 37 | $3.400 \mathrm{E}+11$ | 0.00 | 37.40 |
| 38 f | $2.200 \mathrm{E}+04$ | 3.00 | 36.60 |
| 38 b | $8.391 \mathrm{E}+02$ | 3.00 | 34.56 |
| 39 | $1.200 \mathrm{E}+07$ | 2.10 | 31.90 |
| 40 f | $1.600 \mathrm{E}+06$ | 2.10 | 10.30 |
| 40 b | $2.631 \mathrm{E}+05$ | 2.10 | 70.92 |

The rate coefficients for reactions 34 and 36 are calculated as a function of temperature and pressure:

$$
k=F \cdot k_{\infty} \cdot k_{L}
$$

where

$$
k_{L}=\frac{k_{0}[M] / k_{\infty}}{1+k_{0}[M] / k_{\infty}}
$$

$$
\log _{10} F=\log _{10} F_{c} \frac{1}{1+\left(\log _{10}\left[k_{0}[M] / k_{\infty} \cdot 1 / N\right)^{2}\right.}
$$

$$
N=0.75-1.27 \log _{10} F_{c}
$$

$$
[M]=\sum_{i=1}^{n} \rho Y_{i} / M_{i}=p / R T
$$

$$
F_{c}=0.577 \exp \left[-\frac{T}{2370.0}\right] \quad \text { (Reaction } 34
$$

$$
\begin{equation*}
F_{c}=0.38 \exp \left[-\frac{T}{73.0}\right]+0.62 \exp \left[-\frac{T}{1180.0}\right] \tag{Reaction36}
\end{equation*}
$$

Following [23], the present studies neglect Reaction 36.

### 2.3 Hydrogen/Air Mechanism

The mechanism used to test the applicability of the flamelet model to the hydrogen/air combustion was taken from the CHEMKIN III program and is presented in Table 3 below.

Table 3: Reaction Steps and the Arrhenius Constants for the Hydrogen/Air Mechanism

| Nr. | Reaction |
| :--- | :--- |
| 1 | $\mathrm{H}_{2}+\mathrm{O}_{2} \rightleftharpoons 2 \mathrm{OH}$ |
| 2 | $\mathrm{OH}+\mathrm{H}_{2} \rightleftharpoons \mathrm{H}_{2} \mathrm{O}+\mathrm{H}$ |
| 3 | $\mathrm{O}+\mathrm{OH} \rightleftharpoons \mathrm{O}_{2}+\mathrm{H}$ |
| 4 | $\mathrm{O}+\mathrm{H}_{2} \rightleftharpoons \mathrm{OH}+\mathrm{H}$ |
| 5 | $\mathrm{H}+\mathrm{O}_{2}+\mathrm{M} \rightleftharpoons \mathrm{HO}_{2}+\mathrm{M}$ |
|  | $\mathrm{H}_{2} \mathrm{O} / 18.6 / \mathrm{H}_{2} / 2.86 / \mathrm{N}_{2} / 1.26 /$ |
| 6 | $\mathrm{OH}+\mathrm{HO}_{2} \rightleftharpoons \mathrm{H}_{2} \mathrm{O}+\mathrm{O}_{2}$ |
| 7 | $\mathrm{H}+\mathrm{HO}_{2} \rightleftharpoons 2 \mathrm{OH}$ |
| 8 | $\mathrm{O}+\mathrm{HO}_{2} \rightleftharpoons \mathrm{O}_{2}+\mathrm{OH}$ |
| 9 | $2 \mathrm{OH} \rightleftharpoons \mathrm{O}+\mathrm{H}_{2} \mathrm{O}$ |
| 10 | $\mathrm{H}+\mathrm{H}+\mathrm{M} \rightleftharpoons \mathrm{H}_{2}+\mathrm{M}$ |
|  | $\mathrm{H}_{2} \mathrm{O} / 0.0 / \mathrm{H}_{2} / 0.0 /$ |
| 11 | $\mathrm{H}+\mathrm{H}+\mathrm{H}_{2} \rightleftharpoons \mathrm{H}_{2}+\mathrm{H}_{2}$ |
| 12 | $\mathrm{H}+\mathrm{H}+\mathrm{H}_{2} \mathrm{O} \rightleftharpoons \mathrm{H}_{2}+\mathrm{H}_{2} \mathrm{O}$ |
| 13 | $\mathrm{H}+\mathrm{OH}+\mathrm{M} \rightleftharpoons \mathrm{H}_{2} \mathrm{O}+\mathrm{M}$ |
|  | $\mathrm{H}_{2} \mathrm{O} / 5 /$ |
| 14 | $\mathrm{H}+\mathrm{O}+\mathrm{M} \rightleftharpoons \mathrm{O}_{2}+\mathrm{M}$ |
|  | $\mathrm{H}_{2} \mathrm{O} / 5 /$ |
| 15 | $\mathrm{O}+\mathrm{O}+\mathrm{M} \rightleftharpoons \mathrm{O}_{2}+\mathrm{M}$ |
| 16 | $\mathrm{H}+\mathrm{HO} \rightleftharpoons \mathrm{H}_{2}+\mathrm{O}_{2}$ |
| 17 | $\mathrm{HO}_{2}+\mathrm{HO} \mathrm{H}_{2} \rightleftharpoons \mathrm{H}_{2} \mathrm{O}_{2}+\mathrm{O}_{2}$ |
| 18 | $\mathrm{H}_{2} \mathrm{O}_{2}+\mathrm{M} \rightleftharpoons \mathrm{OH}+\mathrm{OH}+\mathrm{M}$ |
| 19 | $\mathrm{H}_{2} \mathrm{O}_{2}+\mathrm{H} \rightleftharpoons \mathrm{HO}+\mathrm{H}_{2}$ |
| 20 | $\mathrm{H}_{2} \mathrm{O}_{2}+\mathrm{OH} \rightleftharpoons \mathrm{H}_{2} \mathrm{O}+\mathrm{HO}_{2}$ |
| 21 | $\mathrm{O}+\mathrm{N}_{2} \rightleftharpoons \mathrm{NO}+\mathrm{N}$ |
| 22 | $\mathrm{~N}+\mathrm{O}_{2} \rightleftharpoons \mathrm{NO}+\mathrm{O}$ |
| 23 | $\mathrm{OH}+\mathrm{N} \rightleftharpoons \mathrm{NO}+\mathrm{H}$ |

## 3 The <br> Combined LES/Flamelet/ Assumed PDF Procedure

The procedural details for the flamelet/LES calculation of combustion are contained in Cook and Riley ${ }^{9,14}$. The essential steps in the present work are summarized. The LES procedure generates the filtered values of the standard dependent variables of the Navier-Stokes equation system plus the solution for the filtered mixture fraction at all grid points in the physical domain. Models are then invoked to compute the variance $Z^{\prime \prime}$ and dissipation rate $\chi$ of the mixture fraction $Z$. A "look-up" (interpolation) table for species mass fractions as a function of $Z$ and $\chi$ is constructed by solving the flamelet equation for the mass fractions $Y_{i}$ at discrete values of $\chi$ and $Z$. For this step, the range of $Z$ is $0 \leq Z \leq 1$ while that of $\chi$ is pre-specified based on the combustion problem at hand, but are usually selected so that the flame is extinguished when the local value of the dissipation rate exceeds the maximum value in the look-up table. With infinite numbers of $Z$ available via interpolation, the filtered value $\widetilde{Y}_{i}(x)$ can then obtained by integration with an assumed PDF. In this step, the value of $\chi$ at the specific $x$ will be used for interpolation from the look-up table. The filtered mass fractions are then used to compute the filtered reaction rate that goes into the LES equations.

## 4 Subgrid Scale Modeling

The procedure used for subgrid scale modeling is presented in this section. The filtered continuity equation can be written as

$$
\frac{\partial \bar{\rho}}{\partial t}+\frac{\partial}{\partial \xi}\left[\frac{\bar{\rho} U}{J}\right]+\frac{\partial}{\partial \eta}\left[\frac{\bar{\rho} V}{J}\right]+\frac{\partial}{\partial \zeta}\left[\frac{\bar{\rho} W}{J}\right]=0
$$

whereas the momentum equation in the $\xi$-direction is

$$
\begin{aligned}
& \frac{\partial \bar{\rho} \widetilde{u}}{\partial t}+\frac{\partial}{\partial \xi} {\left[\frac{\bar{\rho} \widetilde{u} U+\xi_{x} \bar{p}}{J}\right]+\frac{\partial}{\partial \eta}\left[\frac{\bar{\rho} \widetilde{u} V+\eta_{x} \bar{p}}{J}\right] } \\
&+\frac{\partial}{\partial \zeta}\left[\frac{\bar{\rho} \widetilde{u} W+\zeta_{x} \bar{p}}{J}\right] \\
&=\frac{1}{\operatorname{Re}}\left\{\left[\frac{\partial}{\partial \xi}\left(\frac{\xi_{x_{i}} \widetilde{\tau}_{i 1}}{J}\right)\right]+\left[\frac{\partial}{\partial \eta}\left(\frac{\eta_{x_{i}} \widetilde{\tau}_{i 1}}{J}\right)\right]\right. \\
&\left.+\left[\frac{\partial}{\partial \zeta}\left(\frac{\zeta_{x_{i}} \widetilde{\tau}_{i 1}}{J}\right)\right]\right\}
\end{aligned}
$$

where $\xi_{x_{i}} \tilde{\tau}_{i 1}, \quad \eta_{x_{i}} \tilde{\tau}_{i 1}, \zeta_{x_{i}} \tilde{\tau}_{i 1}$ adopt standard tensor summation convention, $\widetilde{\tau}_{i j}$ is the subgrid turbulent Reynolds stress i.e.,
$\tilde{\tau}_{i j}=\left(\mu+\mu_{T}\right)\left\{\left(\frac{\partial \xi_{k}}{\partial x_{j}} \frac{\partial \widetilde{u}_{i}}{\partial \xi_{k}}+\frac{\partial \xi_{k}}{\partial x_{i}} \frac{\partial \widetilde{u}_{j}}{\partial \xi_{k}}\right)-\frac{2}{3} \delta_{i j} \frac{\partial \xi_{k}}{\partial x_{l}} \frac{\partial \widetilde{u}_{l}}{\partial \xi_{k}}\right\}$,
where

$$
\mu_{T}=C_{s}^{2} \cdot \Delta^{2} \cdot|S|,|S|^{2}=2 \widetilde{S}_{i j} \widetilde{S}_{i j}, \Delta=\text { grid size }
$$

$C_{s}$ could be kept fixed (Smagorinsky) or obtained dynamically and locally using the dynamic LES method.

The momentum equations in the other two coordinate directions, $\eta$ and $\xi$, take a similar form. The energy equation is

$$
\begin{gathered}
\frac{\partial}{\partial t}\left[\frac{\bar{\rho} \widetilde{E}_{T}}{J}\right]+\frac{\partial}{\partial \xi}\left[\frac{\bar{\rho} \widetilde{E}_{T} U+\bar{p} \stackrel{\vee}{U}}{J}\right]+\frac{\partial}{\partial \eta}\left[\frac{\bar{\rho}_{T} V+\bar{p} \vee}{J}\right]+ \\
\frac{\partial}{\partial \zeta}\left[\frac{\bar{\rho} \widetilde{E}_{T} \widetilde{W}+\bar{p} \stackrel{\vee}{W}}{J}\right]= \\
\frac{1}{\operatorname{Re}}\left[\frac{\partial}{\partial \xi}\left(\frac{\xi_{x_{i}} \widetilde{b}_{i}}{J}\right)+\frac{\partial}{\partial \eta}\left(\frac{\eta_{x_{i}} \widetilde{b}_{i}}{J}\right)+\frac{\partial}{\partial \zeta}\left(\frac{\zeta_{x_{i}} \widetilde{b}_{i}}{J}\right)\right]+
\end{gathered}
$$

$$
\frac{1}{J}\left[\frac{1}{\gamma M_{o}^{2}} \cdot \sum_{i=1}^{N} h_{i}^{o} \overline{w_{i}}\right]
$$

where

$$
\begin{gathered}
\widetilde{E}_{T}=\widetilde{e}+\frac{1}{2} \widetilde{u}_{i} \widetilde{u}_{i} \\
\widetilde{b}_{i}=\widetilde{u}_{i} \tilde{\tau}_{i j}+\frac{\mu+\frac{\operatorname{Pr} \mu_{T}}{\operatorname{Pr}(\gamma-1) M_{o}^{2}}}{\operatorname{Pr}\left(\gamma-\frac{\partial \xi_{k}}{\partial x_{i}} \cdot \frac{\partial \widetilde{T}}{\partial \xi_{k}}\right.},
\end{gathered}
$$

$$
f(Z)=\text { PDF of mixture fraction }
$$

$f\left(\chi_{s}\right)=\mathrm{PDF}$ of dissipation rate of $Z$ at $Z=Z_{s t}$, and $h_{i}^{o}=$ enthalpy of $i^{\text {th }}$ species (standard formulation).
The filtered mixture fraction and reaction rate are obtained as follows:

$$
\begin{gathered}
\tilde{Y}_{i}(z, t)=\int_{0}^{1} Y_{i}(Z, x, t) \tilde{p}(Z, x, t) d Z \\
\overline{\dot{w}_{i}}=\iint \dot{w_{i}}\left(D a, Y_{F}, Y_{o} ; Z, \chi_{s}\right) \cdot f(Z) \cdot f\left(\chi_{s}\right) d Z d \chi_{s}
\end{gathered}
$$

Note that we have assume that the joint PDF could be decomposed into a product of 2 PDFs. The equation of state is

$$
T=\gamma M_{o}^{2} \cdot \frac{p}{\rho}
$$

while Sutherland's viscosity law is assumed.
The general velocity is

$$
U=\xi_{x} \widetilde{u}+\xi_{y} \tilde{v}+\xi_{z} \tilde{w}+\xi_{t}=\stackrel{\vee}{U}+\xi_{t}
$$

The equation for the filtered mixture fraction is also solved during the LES step of the procedure:

$$
\begin{aligned}
& \frac{\partial}{\partial t}\left[\frac{\bar{\rho} \tilde{Z}}{J}\right]+\frac{\partial}{\partial \xi}\left[\frac{\bar{\rho} \tilde{Z} \tilde{U}}{J}\right]+\frac{\partial}{\partial \eta}\left[\frac{\bar{\rho} \tilde{Z} \tilde{V}}{J}\right]+\frac{\partial}{\partial \zeta}\left[\frac{\bar{\rho} \tilde{Z} \widetilde{W}}{J}\right] \\
& =\frac{1}{\operatorname{Re}}\left[\frac{\partial}{\partial \xi}\left(\frac{\xi_{x_{i}} \widehat{a}_{i}}{J}\right)+\frac{\partial}{\partial \eta}\left(\frac{\eta_{x_{i}} \widehat{a}_{i}}{J}\right)+\frac{\partial}{\partial \zeta}\left(\frac{\zeta_{x_{i}} \widehat{a}_{i}}{J}\right)\right]
\end{aligned}
$$

where

$$
\widehat{a}_{i}=\left(\frac{\mu}{S c}+\frac{\mu}{S c_{t}}\right) \cdot \frac{\partial \xi_{l}}{\partial x_{i}} \cdot \frac{\partial \widetilde{Z}}{\partial \xi_{l}}
$$

The variance of the mixture fraction is modeled as:

$$
{Z^{\prime \prime}}^{2}=\overline{Z^{2}}-\left(\bar{Z}^{2}\right) \approx C_{s}\left[\widetilde{\bar{Z}^{2}}-(\overline{\bar{Z}})^{2}\right]
$$

whereas its dissipation rate is modeled as

$$
\bar{\chi}=C_{d} \cdot \tilde{\rho} D(\tilde{T}) \cdot \frac{\partial \widetilde{Z}}{\partial \chi_{i}} \cdot \frac{\partial \tilde{Z}}{\partial \chi_{i}}
$$

The PDFs are assumed to take the forms

$$
\begin{gathered}
f(Z)=\frac{Z^{a-1}(1-Z)^{b-1}}{B(a, b)}: \beta-\text { PDF form } \\
\text { and } f\left(\chi_{s}\right)=\delta(\bar{\chi}): \delta \text { - function. }
\end{gathered}
$$

## 5 Solution of the Flamelet Equations

The unfiltered form of the flamelet equations is used to illustrate the solution procedure:

$$
\begin{gather*}
\rho \frac{\partial Y_{i}}{\partial \tau}=\rho \frac{\chi}{2} \frac{\partial^{2} Y_{i}}{\partial Z^{2}}+\dot{\omega}_{i}  \tag{1a}\\
\rho \frac{\partial T}{\partial \tau}=\rho \frac{\chi}{2 C_{p}}\left(\frac{\partial^{2} T}{\partial Z^{2}}+\frac{1}{C_{p}} \frac{\partial C_{p}}{\partial Z} \frac{\partial T}{\partial Z}\right)-\sum_{i=1}^{n} \frac{h_{i}}{C_{p}} \dot{\omega}_{i} \\
-\frac{1}{C_{p}} \dot{q}_{R}^{\prime \prime \prime}+\frac{1}{C_{p}} H+\frac{1}{C_{p}} \frac{\partial p}{\partial \tau} \tag{1b}
\end{gather*}
$$

where

$$
\chi=2 D_{Z}\left(\frac{\partial Z}{\partial x_{\alpha}}\right)^{2}
$$

is the instantaneous scalar dissipation rate which implicitly incorporates the influence of convection and diffusion normal to the surface of stoichiometric mixture. $q_{R}$ is volumetric radiation rate and $H$ is the enthalpy flux by mass diffusion. These two terms are not included in the simulation presented in this paper. The (physical) coordinate-free formulation of diffusion flamelets, as in the above equations, allows the use of arbitrarily complicated chemistry to obtain the mass fractions, $Y_{i}$, and relatively independent solution from the flow simulation if the parameter $\chi$ is given. The steady state results are compared in this paper, implying the exclusion of near extinction phenomena.

The flamelet equations take a more complicated form when differential diffusion effects are allowed ${ }^{24}$. The present project focuses on the unity Lewis number models.

The Newton-Raphson relaxation method is used to solve the two-point boundary value problems. To allow for the use of the matrix solver for "block diagonal" systems, Eqs. (1) are first transformed into a set of first order differential equations, and then approximated by finite-difference equations on a grid or mesh
of points that spans $Z=0$ to 1 . As a typical example, the equation

$$
\frac{d^{2} Y}{d Z^{2}}=g(Y, Z)
$$

will be replaced by

$$
\frac{d Y}{d Z}=W
$$

and

$$
\frac{d W}{d Z}=g(Y, Z)
$$

or, in discrete form,

$$
\begin{gathered}
E_{1, k} \equiv Y_{k}-Y_{k-1}-\left(Z_{k}-Z_{k-1}\right) \cdot \frac{1}{2}\left(W_{k}+W_{k-1}\right)=0 \\
E_{2, k} \equiv \\
W_{k}-W_{k-1}-\left(Z_{k}-Z_{k-1}\right) \\
g\left(\frac{1}{2}\left(Y_{k}+Y_{k-1}\right), \frac{1}{2}\left(Z_{k}+Z_{k-1}\right)\right)=0
\end{gathered}
$$

where $k \in[2, M]$ is the $k^{\text {th }}$ grid point. For a chemical system with $N$ species on a mesh of $M$ points, we then have $2(N+1) \times M$ coupled equations for a vector $\mathbf{S}=Y_{1,1}, \cdots, Y_{N, 1}, T_{1}, W_{1,1}, \cdots, W_{N+1,1}, \cdots$,
$Y_{1, M}, \cdots, Y_{N, M}, T_{M}, W_{1, M}, \cdots, W_{N+1, M}$. To solve the equations, a sequence of gradually improved solutions, $\mathbf{S}^{n+1}$, is formed from the previous solution $\mathbf{S}^{n}$ using Newton-Raphson's method:

$$
\begin{equation*}
J^{n}\left(\mathbf{S}^{n+1}-\mathbf{S}^{n}\right)=-\mathbf{E}\left(\mathbf{S}^{n}\right) \tag{2}
\end{equation*}
$$

where $J^{n} \equiv \partial \mathrm{E} / \partial \mathbf{S}$ is the Jacobian matrix with dimension of $2(N+1) M \times 2(N+1) M$. Since $2(N+1) M$ can easily be several thousands, a straightforward matrix inversion in Eq. (7) is not feasible. A solver ${ }^{25}$ which takes advantage of the special "block diagonal" matrix form of the equations, is adopted here.

The initial guess for $\mathbf{S}^{0}$ must be chosen to guarantee a convergent solution for the relaxation method. In the present work, the test problems for chemical reactions use a flame sheet to start the iterative procedure, wherein the fuel and the oxidizer are assumed to obey a single overall irreversible reaction of the type

$$
\nu_{F} F+\nu_{o} O \rightarrow \nu_{p} P
$$

with or without an inert gas $(N)$. In the limit of infinitely fast reactions, a flame sheet is formed between the fuel and the oxidizer streams such that fuel and
oxidizer cannot co-exist. Hence, on the fuel side of the flame ( $Z \geq Z_{s t}$ ), we have

$$
\begin{gather*}
T=T_{2}(1-Z)+T_{1} Z+\frac{Q}{c_{p}} \cdot\left(Y_{F, 1} Z-Y_{F}\right),  \tag{1}\\
Y_{F}=Y_{F, 1} Z+Y_{O, 2} \frac{M_{F} \nu_{F}}{M_{O} \nu_{O}}(Z-1),  \tag{2}\\
Y_{O}=0,  \tag{3}\\
Y_{P}=\frac{M_{P} \nu_{P}}{M_{F} \nu_{F}}\left(Y_{F, 1} Z-Y_{F}\right), \tag{4}
\end{gather*}
$$

and

$$
\begin{equation*}
Y_{N}=Y_{N, 2}(1-Z)+Y_{N, 1} Z \tag{5}
\end{equation*}
$$

On the oxidizer side, $\left(Z<Z_{s t}\right)$, we have

$$
\begin{gather*}
T=T_{2}(1-Z)+T_{1} Z+\frac{Q}{c_{p}} \cdot Y_{F, 1} Z,  \tag{6}\\
Y_{F}=0,  \tag{7}\\
Y_{O}=Y_{O, 2}(1-Z)-Y_{F, 1} \frac{M_{o} \nu_{o}}{M_{F} \nu_{F}} Z,  \tag{8}\\
Y_{P}=\frac{M_{P} \nu_{P}}{M_{F} \nu_{F}} Y_{F, 1} Z, \tag{9}
\end{gather*}
$$

and

$$
\begin{equation*}
Y_{N}=Y_{N, 2}(1-Z)+Y_{N, 1} Z \tag{10}
\end{equation*}
$$

Once the flame sheet starting estimate is obtained, we solve the full set of governing equations in a twostep procedure. We first determine a solution to the species equations (1(a)) based on the flame sheet temperature profile. This fixed temperature solution is then used as input to the full thermochemistry equations (Eqs. 1) in which the energy equation is solved along with the species equations. This procedure helps to reduce convergence difficulties and total CPU time. It has proved to be efficient in the counter-flow calculations ${ }^{26}$. It is also noted that a uniform mesh is sufficient for the convergence as the equations of species and temperature behave nicely in the mixturefraction space.

## 6 Solution of the LES Equations

A finite-difference approach is employed to discretize the above equations. All discrete quantities are therefore assumed to be pointwise in nature. This choice is motivated by the relative ease of formal extension to higher-order accuracy.

### 6.1 Differencing Schemes

The difference schemes employed to solve the LES equations are compact (or Padé-type) for the spatial derivatives and the classical fourth-order Runge-Kutta for time integration. In compact-difference schemes, the derivative of a scalar quantity, $\phi$ say, is obtained in the uniformly discretized transformed plane ( $\xi, \eta, \zeta$ ) by solving the formula

$$
\begin{equation*}
\Gamma \phi_{i-1}^{\prime}+\phi_{i}^{\prime}+\Gamma \phi_{i+1}=b \frac{\phi_{i+2}-\phi_{i-2}}{4}+a \frac{\phi_{i+1}-\phi_{i-1}}{2} \tag{11}
\end{equation*}
$$

where $\Gamma, a$ and $b$ determine the spatial properties of the algorithm. In this paper, the primary focus is on the fourth-order compact scheme, denoted $C 4$, for which $\Gamma=\frac{1}{4}, a=\frac{3}{2}, b=0$ and on the sixth-order scheme, $C 6$, with $\Gamma \stackrel{1}{3}, a=\frac{14}{9}, b=\frac{1}{9}$. Note that when $\Gamma$ is non-zero, a tridiagonal system needs to be solved.

The three-point stencil of $C 4$ necessitates special formulas at the end points 1 and $I L . C 6$ requires special treatment at points 2 and $I L-1$ as well. At each of these points, higher-order one-sided formulas are utilized which retain the tridiagonal form of the equation set. At point 1 for example, the derivatives $\phi^{\prime}$ are obtained from an equation of the form

$$
\phi_{1}^{\prime}+\Gamma_{1} \phi_{2}^{\prime}=\sum_{i=1}^{N} a_{i} \phi_{i}
$$

where $N$ is the chosen order of accuracy. The coefficients in these formulas may be obtained from various sources in the literature, and have been collectively reproduced in Ref. 27.

The derivatives of the inviscid fluxes are obtained by first forming these fluxes at the nodes and subsequently differentiating each component with the above formulas. In order to reduce the error on stretched meshes, the required metrics are computed with the same scheme as employed for the fluxes. To form the terms containing the molecular viscosity and thermal or species diffusivity, the primitive variables are first differentiated and properly combined with the transport coefficients to form the requisite combinations of first derivative terms. These gradients are then differentiated again with the same difference scheme. Although this approach may not provide sufficient resistance to odd-even decoupling, no difficulty has been noted so far in this and other efforts since the filtering
approach described below guarantees the suppression of high-frequency modes.

The physical boundary conditions are applied after each update of the interior solution vector. These conditions include Dirichlet (no-slip) and Neumann (e.g., extrapolation and symmetry) conditions.

### 6.2 Filtering scheme

Centered schemes such as those described above are susceptible to exponential growth of numerical instabilities, introduced most prominently by mesh nonuniformity, boundary condition implementation and capture of non-linear phenomena. The filtering procedure forms an important component of the present approach since its function is to stabilize the computations under these non-ideal conditions.

The filter is applied in a post-processing manner to the solution vector after the update at each time step- the time integration method is described below. Denoting a typical component of the solution vector by $\phi$, filtered values $\widehat{\phi}$ satisfy

$$
\begin{equation*}
\alpha_{f} \widehat{\phi}_{i-1}+\widehat{\phi}_{i}+\alpha_{f} \widehat{\phi}_{i-1}=\sum_{n=0}^{N} \frac{a_{n}}{2}\left(\phi_{i+n}+\phi_{i-n}\right) \tag{12}
\end{equation*}
$$

For multi-dimensional problems, the filter is applied sequentially in each of the three directions. This equation, with proper choice of coefficients, provides a $2 N^{\text {th }}$-order formula on a $2 N+1$ point stencil. The $N+1$ coefficients, $a_{0}, a_{1} \ldots, a_{N}$, are derived in terms of $\alpha_{f}$ with Taylor- and Fourier-series analyses and are listed in [27]. Thus Eqn. 14 can be written as

$$
\alpha_{f} \phi_{i-1}+\widehat{\phi}_{i}+\alpha_{f} \widehat{\phi}_{i-1}=f_{2 N}\left(\alpha_{f}, \phi_{i-N}, \ldots, \phi_{i+N}\right),
$$

where the right hand side is known once $\alpha_{f}$ and the order of accuracy, $2 N$, are chosen. On uniform meshes, the resulting filters are non-dispersive. They do not amplify any waves and they preserve constant functions and completely eliminate the odd-even mode. Since $\alpha_{f}$ is a free parameter, an explicit filter i.e., one that does not require the solution of a tridiagonal matrix, can be easily extracted by setting $\alpha_{f}=0$. The primary constraint on $\alpha_{f}$ is that it must satisfy the inequality $-0.5<\alpha_{f}<0.5$. In this range, higher values of $\alpha_{f}$ correspond to a less dissipative filter. At
$\alpha_{f}=0.5$, Eqn. 14 reduces to an identity and there is no filtering effect. Detailed spectral responses of these filters may be found in Refs. 28 and 27.

Computations on a range of 2-D and 3-D problems suggest that on meshes of reasonable quality, a value $0.3 \leq \alpha_{f}<0.5$ is appropriate. Only in cases where the mesh is of extremely poor quality, if it contains metric discontinuities for example, will a lower value of $\alpha_{f} \sim 0.1$ be required. The impact of filtering on the fully discretized 1-D advection equation with periodic end conditions has been examined in Ref. 28.

The relatively large stencil of high-order filters requires special formulations at several points near the boundaries. For instance, the 10th-order interior filter requires an 11-point stencil and thus can not be applied at the "near-boundary" points $1,2 \ldots .5$ and correspondingly at $I L-4, \ldots I L$, where it protrudes the boundary. The values at points 1 and $I L$ are specified explicitly through the boundary conditions and are not filtered. At the remaining near-boundary points, two approaches have been noted in the literature. In Ref. 11, it was suggested that lower-order centered formulas be applied near the boundaries with appropriate adjustment (or optimization) of the value of $\alpha_{f}$. This approach is based on the observation (see Ref. 29) that, for any given order of accuracy, as values of $\alpha_{f}$ approach 0.5 , the dissipative effect of the filter is muted. The second method, introduced in Ref. 30 employs higher-order one-sided formulas. For the problems of present interest, either approach may be employed. Due to its simplicity, all computations reported in this work utilize the first approach.

### 6.3 Time Integration

The equations are integrated in time with the classical fourth-order four-stage Runge-Kutta method. With $R$ denoting the residual, the governing equation is:

$$
\begin{gathered}
\frac{\partial U}{\partial t}=R=-J\left(\frac{\partial\left(F-F_{v}\right)}{\partial \xi}+\frac{\partial\left(G-G_{v}\right)}{\partial \eta}+\right. \\
\left.\frac{\partial\left(H-H_{v}\right)}{\partial \zeta}\right)-S
\end{gathered}
$$

The classical four-stage method integrates from time $t_{0}$ (step $n$ ) to $t_{0}+\Delta t$ (step $n+1$ ) through the operations

$$
\begin{array}{ll}
k_{0}=\Delta t R\left(U_{0}\right) & k_{1}=\Delta t R\left(U_{1}\right) \\
k_{2}=\Delta t R\left(U_{2}\right) & k_{3}=\Delta t R\left(U_{3}\right)
\end{array}
$$

$$
U^{n+1}=U^{n}+\frac{1}{6}\left(k_{0}+2 k_{1}+2 k_{2}+2 k_{3}\right)
$$

where $U_{0}=U\left(x, y, z, t_{0}\right), U_{1}=\frac{k_{0}}{2}, U_{2}=U_{1}+\frac{k_{1}}{2}, U_{3}=$ $U_{2}+k_{2}$. The scheme is implemented in the low-storage form described in Ref. 31, requiring 3 levels of storage for each variable.

## 7 Results and Discussion

### 7.1 Flamelet Calculations

The results for methane/air combustion using the flamelet model is discussed in this subsection to illustrate the usefulness of the procedure. Note that the LES equations were not solved and the results in this subsection are based entirely on equations 1 through 12. Therefore, the mixture fraction dissipation rate $\chi$ has to be specified independent of the flow equations. The results for the combined flamelet/LES calculations are presented in a later section. Results for hydrogen/air, propane/air, and Jet-A/air are also presented but can be explained along the same lines as those for methane/air. Several cases are reported in this paper using different models for the dissipation rate $\chi$. A few cases were analyzed for constant $\chi$ values while, in other cases, $\chi$ was modeled as

$$
\chi=\frac{a_{s}}{\pi} \exp \left\{-2\left(\operatorname{erf} c^{-1}(2 Z)\right)^{2}\right\}
$$

following Peters ${ }^{19}$, and $a_{s}$ values of $5,10,50,100,300$, and 600 used to study the sensitivity of species distribution. Above, erf $c^{-1}$ is the inverse complimentary error function. Most of the cases in this section use stoichiometric mixture fraction values of $Z_{s t}=0.055$ and $1 / 3$.

The results in figures 1 (a) through $1(f)$ were obtained with the kinetic model of Bushe et al [20]. Figure 1 (a) shows the species distribution as a function of $Z$ for $\chi=1, Z_{s t}=1 / 3$, which should be contrasted with Fig. 1(b), which uses $Z$-dependent $\chi$ with $a_{s}=300 \mathrm{~s}^{-1}$. The solid lines show the fast chemistry limit while the other lines are for finite chemistry. The dashed lines in Fig. 1 (a) are for fixed temperature (i.e., at the fast chemistry limit) whereas the dotted lines were finite chemistry results in which the energy equation was solved along with the species equations.

The difference between these two results does not appear to be significant; hence the energy equation was not included in the calculation of the mass fractions for Mechanism 2 and the Full Mechanism. Relative to the fast chemistry values, larger product mass fractions can be observed for $\chi=1$ than for $a_{s}=300 \mathrm{~s}^{-1}$. Including the energy equation has a negligible effect on the finite chemistry results for $Y_{p}, Y_{O_{2}}, Y_{C H_{4}}$, and $Y_{i}$. ( $Y_{i}$ is the mass fraction of the intermediate product in the mechanism of Bushe et al.)

Also using the model of Bushe et al., Figs. 1 (c) through $1(e)$ show the effect of $a_{s}$ for $a_{s}=50,300$, and 600, with $Z_{s t}=0.055$. Decreasing $Y_{p}$ values with increasing $a_{s}$ is evident. For the same $Z$, increasing $a_{s}$ also shows increasing $Y_{\mathrm{CH}_{4}}$ relative to the fast limit results, which is consistent the decreasing $Y_{p}$ values under the same conditions. Similar results can be seen for $Y_{O_{2}}$ for $Z>Z_{s t}$. Increasing $a_{s}$ implies increasing strain rates and hence decreasing combustion activity. Increasing $a_{s}$ also leads to decreasing maximum temperature (Fig. 1(f)). A comparison of some of these figures with the DNS results of Bushe et al. shows that the present flamelet calculations are correct.

Figs. 2(a) through 2(d) show the effects of $\chi$ values for the 4 -step reduced mechanism of Chelliah et al. A constant $\chi$ value of 1 is used in Fig. 2(a) while Figs. 2(b) through 2(d) use $a_{s}=10,50,300$, and 600 $s^{-1}$, respectively. The results employing constant $\chi$ and those in which this parameter depends on $Z$ but with $a_{s}=10$ are quite similar for all species shown (Figs. 2(a) and 2(c)). The results for $a_{s}=50$ are also similar to these ones. At $a_{s}=300$, some differences are apparent, relative to the results for the lower $a_{s}$ values. For larger $a_{s}$ values, the peaks of the finite rate species mass fractions have shifted toward the fuel side for $Y_{C O}$. The mass fractions of oxygen, $Y_{O_{2}}$, as well as $Y_{C O}$ are smaller for $a_{s}=10$ compared to $a_{s}=300$, while $Y_{\mathrm{H}_{2} \mathrm{O}}, Y_{\mathrm{CO}_{2}}$, and $Y_{\mathrm{CH}_{4}}$ are slightly larger (Figs. $2(\mathrm{~b})$ and 2(c)), a trend that is more evident at $a_{s}=600$ (Figs. 2(b) and 2(d)). For $a_{s}=600$, only $Y_{C O}$ shows the tendency for the peak mass fractions to shift to the right, relative to lower $a_{s}$ values.

The shift in the location of the peak $Y_{\mathrm{CO}}$ and $Y_{\mathrm{H}_{2} \mathrm{O}}$ mass fraction values from $Z=Z_{s t}$ is evident in the figures. The inflection point in the $Y_{O_{2}}$ distribution is also shifted toward the fuel side. On the other hand, the peak $Y_{\mathrm{CO}_{2}}$ occurs at approximately $Z=Z_{s t}$ for all $a_{s}$ values.

Figures 3(a) through 3(d) show the predictions by the detailed mechanism of the mass fractions for the same species as in Figs. 2(a) through 2(d), with $a_{s}$ values of $10,300,600$ and $\chi_{s}=40$. For $a_{s}=10$, peak $Y_{\mathrm{H}_{2} \mathrm{O}}$ lies in $Z<Z_{s t}$ and of $Y_{\mathrm{CO}_{2}}$ in $Z>Z_{s t}$. This behavior is reversed for $a_{s}=300,600$. For the three cases, peak $Y_{C O}$ is found in $Z>Z_{\text {st }}$. The magnitudes of these peaks for $Y_{\mathrm{H}_{2} \mathrm{O}}$ and $Y_{\mathrm{CO}_{2}}$ decrease with $a_{s}$ going from 10 to 600 , as does the gradient $\left|\frac{d Y_{i}}{d Z}\right|$ for these two species. The peak of $Y_{C O}$ increases with $a_{s}$. The magnitude of $Y_{C H_{4}}$ appears to decrease with $a_{s}$, consistent with the results obtained from the reduced models of Bushe et al. The tendency for the oxygen mass fraction to build up relative to the fast limit distribution also increases with increasing $a_{s}$. As Fig 3(d) shows, the results for $\chi=40$ is indistinguishable from that for $a_{s}=300$, except in the vicinity of the intersection of the curves for $Y_{\mathrm{CO}_{2}}$ and $Y_{\mathrm{O}_{2}}$ where $\frac{d Y_{C O_{2}}}{d Z}$ is slightly larger for $a_{s}=300$. Note that $\chi_{s}$ is the value of the dissipation rate evaluated at $Z=Z_{s t}$. Figures 3(e) and 3(f) also support the closeness of the results for the two cases. In spite of the differences in the initial guess values (i.e., the fast limit results), the converged finite rate results are identical.

In Figs 4(a) and 4(b), the predictions by the three kinetics mechanisms are compared for $a_{s}=10$ and 300 , respectively. In the figures, the solid lines are the results for the detailed mechanism of Peters, while the dashed lines are for the 4 -step reduced mechanism of Peters and Kee (1987) and the dotted lines refer to the 2 -step mechanism of Bushe et al. Note that $Y_{i}$ refers to the mass fraction of the quantity ( $\frac{4}{3} \mathrm{H}_{2}+\frac{2}{3} \mathrm{CO}$ ) and $Y_{p}$ is the mass fraction of the product, $\left(\frac{2}{3} \mathrm{H}_{2} \mathrm{O}+\frac{1}{3} \mathrm{CO}_{2}\right)$. This quantity is calculated directly in the model by Bushe et al. whereas it is modeled for the models by Peter and Peter and Kee:

$$
Y_{i}=\frac{M_{i}}{2}\left(\frac{3}{4} \frac{Y_{H_{2}}}{M_{H_{2}}}+\frac{3}{2} \frac{Y_{C O_{2}}}{M_{C O_{2}}}\right)
$$

For all species, and using the detailed mechanism as the reference, the 4 -step mechanism is visibly more accurate than the 2 -step mechanism, particularly for $Y_{p}$ and when $a_{s}=300$. Compared to the other species, agreement among the three mechanisms is particularly good for $Y_{C H_{4}}$; the three curves for this case are coincident at $a_{s}=10$. The results for Propane (Fig. 5), Jet-A (Fig. 6), and Hydrogen (Fig. 7) can be interpreted in a similar fashion to the discussions above for Methane.

### 7.2 Flamelet-LES Calculation of Homogeneous Turbulence

Reacting turbulent flow in a homogeneous box was calculated in order to evaluate the flamelet-LES procedure presented in this paper. The turbulence Mach number, $M_{t}$ is 0.3 while the turbulence Reynolds number is 250 . The initial flow is one that is just relaxing from a solenoidal velocity, pseudosound field. ${ }^{32}$ The initial scalar field is as in Mell et al. The segregation parameter, $S_{o}$, is 0.814 where a value of zero means totally mixed reactants and 1 implies that fuel and oxidant are unmixed. Thus, a partially-mixed condition is simulated. The grid for DNS is $128 \times 128$ and for LES is $32 \times 32$ and a global one-step reaction for methane is calculated:

$$
F+r O \rightarrow(r+1) P
$$

The Damkhöler number, $D a$, is 10 , Zeldovich number, $Z e,=5$ and the heat release parameter, $C e$, is unity. Values of 0.055 and 0.5 are used for the stoichiometric mixture fraction

$$
Z_{s t}=\frac{Y_{O_{2}}}{r Y_{F+1}+Y_{O_{2}}} .
$$

The following models for the distribution of the PDF of the mixture fraction $f(Z)$ were investigated:

1. $\beta$ - distribution for $f(Z)$ as a function of $Z$.
2. $f(Z)=2[H(Z-0.25)-H(Z-0.75)]$, where $H$ is the Heaviside step function.
3. A Gaussian distribution of $f(Z)$ as a function of $Z$.

Note that the $\chi$ that appears in the flamelet equations is the stoichiometric value, $\chi_{s t}$. However, only $\tilde{\chi}$ is available (from the LES step). Therefore models were tested for $\chi_{s t}$, as follows:
a) Counterflow model

$$
\tilde{\chi}_{s t} \approx \tilde{\chi} \frac{\exp \left\{-2\left[\operatorname{erf} c^{-1}\left(2 Z_{s t}\right)\right]^{2}\right\}}{\int_{0}^{1} \exp \left\{-2\left[\operatorname{erf} c^{-1}\left(2 Z_{s t}\right)\right]^{2}\right\} p(Z) d Z},
$$

where $Z_{\text {st }}$ at the initial time is calculated from the fast chemistry limit, as discussed earlier in this paper. Note that although $Z$ changes with time, $Z_{s t}$ does not for a single-phase combustion.
b)

$$
\tilde{\chi}_{s t} \approx \tilde{\chi}
$$

c)

$$
\tilde{\chi}_{s t} \approx 3 \tilde{\chi}
$$

Figure 8 compares the flamelet-LES and DNS calculations for the three models for $\widetilde{\chi}_{s t}$. The scatterplot shows that the assumption $\tilde{\chi}_{s t}=\tilde{\chi}$ gives the best agreement between the flamelet-LES procedure and DNS. The worst is the counterflow model, wherein the model produces higher values of the combustion product, $Y_{p}$. At intermediate values of $Y_{p}$, the DNS results appear to yield larger values compared to the model $\tilde{\chi}_{s t}=3 \widetilde{\chi}$. Note that a priori testing is shown in Figure 8 in the sense that the $\widetilde{\chi}$ values were taken from the DNS calculations. The same a priori testing is carried out in Figure 9 which compares the $f(Z)$ models in the calculation of the reaction rate $\dot{w}$. Note that in this case, $\dot{w}$ is modeled as

$$
\overline{\dot{w}}=\iint \dot{w}\left(D a, Y_{i}, Z, \chi_{s}\right) f(Z) f\left(\chi_{s}\right) d Z d \chi_{s}
$$

so that the assumed distribution, $f(\underline{Z})$, directly affects $\dot{w}$. The "no-model" procedure for $\dot{w}$ is

$$
\overline{\dot{w}}_{i}=A \widetilde{T}^{n} \tilde{Y}_{o} \tilde{Y}_{F} \exp \left(-\frac{E}{R \widetilde{T}}\right)
$$

On the average, the $\beta$-distribution assumption shows the best agreement for whole range of $\dot{w}$. The Gaussian profile also gives acceptable mean results, although the spread is too wide. The flamelet-LES procedure tends to underpredict $\dot{w}$ when the uniform (Heaviside) distribution is used for $f(Z)$, although it, too, gives an unacceptably large spread. The "nomodel" case shows higher values compared to the DNS but the spread is excellent, giving the appearance of better results. The "no-model" procedure is expected to yield poorer results (larger values of $\dot{w}$ compared to DNS) for strong heat release situations. In the present calculation, the adiabatic temperature is roughly 1.1
times the initial maximum temperature, instead of a typical value of around 5 or greater.

Finally, a posteriori tests have also been carried out by the author but these are reported elsewhere. Contour maps of the fuel mass fraction field are shown in Figure 10 for the flamelet-LES and DNS calculations. Good agreement is evident although the fineness of the DNS grid gives contours that are more "pleasing to the eye".

### 7.3 Flamelet-LES Calculation of Mixing Layers

The developed procedure has been applied to the calculation of a spatially-evolving mixing layer. The time-dependent perturbations from the classical Michaelke's stability analysis are used at the inflow for the fluctuating velocities whereas the initial velocity field is a hyperbolic tangent, as is the mixture fraction field. The Navier-Stokes characteristic boundary condition (NSCBC) procedure is used to at the far field and outflow. The fast limit is used for the initial distribution of fuel, oxidant, and temperature. The DNS grid is $375 \times 99$ whereas the LES grid is $188 \times 49$. The following parameters are also used: $M_{c}=0.125, \operatorname{Re}_{\delta}=720$ and $\frac{U_{2}}{U_{1}}=0.5$. The momentum thickness $\theta$ of the mixing layer has been calculated by both the flamelet-LES model and DNS (Fig 11). In the figure, the results for $\mathrm{Re}=720$ are shown. G3 implies the LES grid whereas G1 is the DNS grid. The abbreviation 'SMG' in the legend stands for the Smagorinsky model. Legends without this abbreviation imply the DNS results. Good agreement between the model and DNS is apparent, particularly for $\chi / \delta_{w}(0) \leq 50$. Note the superior performance of the flamelet-LES calculations over the DNS results when the latter uses the same grid as the former and $\chi / \delta_{w}(0)>80$.

The mixing layer domain is divided into four zones, as shown in Figure 12. Figure 13 compares the DNS and flamelet-LES calculations for the product at $t=$ 80. Qualitative agreement can be observed. A priori test results for the mean reaction rate are acceptable relative to the DNS results for $\widetilde{\chi}_{s t}=\bar{\chi}$, whereas those for the counterflow model are not (Figure 14). The latter model tends to produce very low values relative to DNS. A priori and a posteriori test results are shown in Figure 15 for the product, with the a priori results
showing better agreement. Upstream history of the layer contributes to the a posteriori test and hence this test is more rigorous.

## 8 Conclusion

The flamelet model has advantages in terms of its ability to calculate highly complex chemical reactions. This paper reports on the performance of the model for diffusion flames when combined with the Large Eddy Simulation (LES) and assumed probability density functions for the mixture fraction and its dissipation rate. The flamelet equations are reduced to a set of first order ordinary differential equations and calculated very cheaply using Newton's iteration. The LES models support both the standard Smagorinsky and the dynamic approaches and are numerically calculated using the sixth-order compact diffusing and tenth-order filtering schemes. Time integration is done with the standard fourth-order Runge-Kutta procedure. The effects of three models for the probability density function of the mixture fraction are discussed. Also presented are various assumptions for the stoichiometric value of the mixture fraction dissipation rate and the effect on the combustion simulation results. The application of the developed procedures to the combustion of methane/air, propane/air, jetA/air, and hydrogen/air are reported. In the case of methane, the performance for homogeneous turbulence and spatially-evolving mixing layers are also reported.
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Figure 1. Flamelet results for methane: Mechanism 1.





Figure 2. Flamelet results for methane: Mechanism 2.


Figure 3. Flamelet results for methane: Mechanism 3.


Figure 4 Mechanism Comparison. Solid Lines: Full Mechanism; Dashed Lines: Mechanism 2; Dotted Lines: Mechanism 1.



Figure 5 through 7: Flamelet results for Propane, Jet-A, and Hydrogen, respectively.




Figure 8. A Priori Test of Conditional Dissipation Model (Homogeneous Turbulence, $\mathrm{Z}_{\mathrm{st}}=0.055$ )


Figure 9. A Priori Test of PDF Form (Homogeneous Turbulence, $\mathrm{Z}_{\mathrm{st}}=0.5$ )
(a)
DNS


| 15 | 0.9301 |
| :--- | :--- |
| 14 | 0.8681 |
| 13 | 0.8061 |
| 12 | 0.7441 |
| 11 | 0.6821 |
| 10 | 0.6201 |
| 9 | 0.5581 |
| 8 | 0.4960 |
| 7 | 0.4340 |
| 6 | 0.3720 |
| 5 | 0.3100 |
| 4 | 0.2480 |
| 3 | 0.1860 |
| 2 | 0.1240 |
| 1 | 0.0620 |

## LES



| 15 | 0.9375 |
| :--- | :--- |
| 14 | 0.875 |
| 13 | 0.8125 |
| 12 | 0.75 |
| 11 | 0.6875 |
| 10 | 0.625 |
| 9 | 0.5625 |
| 8 | 0.5 |
| 7 | 0.4375 |
| 6 | 0.375 |
| 5 | 0.3125 |
| 4 | 0.25 |
| 3 | 0.1875 |
| 2 | 0.125 |
| 1 | 0.0625 |

Figure 10. Contour maps of fuel distribution (Homogeneous Turbulence, $Z_{\mathrm{st}}=0.5$ ): a) DNS; b) Flamelet-LES


Figure 11. Comparison of moment thickness for DNS and Flamlet-LES calculations of spatially-developing mixing layer

## Vorticity (DNS, t=208)



Product(DNS, $\mathrm{t}=208$ )


Figure 12. Samples of DNS results for methanecombustion in a spatially-developing mixing layer (The x -domain is partioned into four zones with different flow patterns).

## DNS



## LES



Figure 13. Contour maps of product distributions in a spatially-developing mixing layer ( $t=80$ ): a) DNS; b) Flamelet-LES.


Figure 14. A Priori Test of Conditional Dissipation Rate (Zone IV of the Mixing Layer, $Z_{\mathrm{st}}=0.055$, $\mathrm{t}=208$ ).


Figure 15. Comparison of product distributions in a spatially-developing mixing layer (Zone IV, $\mathrm{Z}_{\mathrm{st}}=0.055, \mathrm{t}=208$ ): a) A Priori Test; b) A Posteriori Test.
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